Machine Learning Deployment Model

Machine Learning Model does not require hard-coded algorithms. We feed a large amount of data to the model and the model tries to figure out the features on its own to make future predictions. So we must also use some techniques to determine the predictive power of the model.

**Machine Learning Model Evaluation**

Model evaluation is the process that uses some metrics which help us to analyze the performance of the model. As we all know that model development is a multi-step process and a check should be kept on how well the model generalizes future predictions. Therefore evaluating a model plays a vital role so that we can judge the performance of our model. The evaluation also helps to analyze a model’s key weaknesses. There are many metrics like Accuracy, Precision, Recall, F1 score, Area under Curve, Confusion Matrix, and Mean Square Error. Cross Validation is one technique that is followed during the training phase and it is a model evaluation technique as well.

**Cross Validation and Holdout**

Cross Validation is a method in which we do not use the whole dataset for training. In this technique, some part of the dataset is reserved for testing the model. There are many types of Cross-Validation out of which K Fold Cross Validation is mostly used. In K Fold Cross Validation the original dataset is divided into k subsets. The subsets are known as folds. This is repeated k times where 1 fold is used for testing purposes. Rest k-1 folds are used for training the model. So each data point acts as a test subject for the model as well as acts as the training subject. It is seen that this technique generalizes the model well and reduces the error rate

Holdout is the simplest approach. It is used in neural networks as well as in many classifiers.  In this technique, the dataset is divided into train and test datasets. The dataset is usually divided into ratios like 70:30 or 80:20. Normally a large percentage of data is used for training the model and a small portion of the dataset is used for testing the model.

**Evaluation Metrics for Classification Task**

In this Python code, we have imported the iris dataset which has features like the length and width of sepals and petals. The target values are Iris setosa, Iris virginica, and Iris versicolor. After importing the dataset we divided the dataset into train and test datasets in the ratio 80:20. Then we called [Decision Trees](https://www.geeksforgeeks.org/decision-tree/) and trained our model. After that, we performed the prediction and calculated the [accuracy score](https://www.geeksforgeeks.org/metrics-for-machine-learning-model/), [precision, recall](https://www.geeksforgeeks.org/precision-recall-curve-ml/), and f1 score. We also plotted the [confusion matrix](https://www.geeksforgeeks.org/confusion-matrix-machine-learning/).

**Importing Libraries and Dataset**

[**Python**](https://www.geeksforgeeks.org/python-programming-language/) libraries make it very easy for us to handle the data and perform typical and complex tasks with a single line of code.

* [**Pandas**](https://www.geeksforgeeks.org/python-pandas-dataframe/)– This library helps to load the data frame in a 2D array format and has multiple functions to perform analysis tasks in one go.
* [**Numpy**](https://www.geeksforgeeks.org/python-numpy/)– Numpy arrays are very fast and can perform large computations in a very short time.
* [**Matplotlib**](https://www.geeksforgeeks.org/matplotlib-tutorial/)/[**Seaborn**](https://www.geeksforgeeks.org/introduction-to-seaborn-python/)– This library is used to draw visualizations.
* Sklearn – This module contains multiple libraries having pre-implemented functions to perform tasks from data preprocessing to model development and evaluation.
* Python3

|  |
| --- |
| **import** pandas as pd  **import** numpy as np  **from** sklearn **import** tree  **from** sklearn **import** datasets  **from** sklearn.datasets **import** load\_iris  **from** sklearn.tree **import** DecisionTreeClassifier  **from** sklearn.model\_selection **import** train\_test\_split  **import** seaborn as sns  **import** matplotlib.pyplot as plt  **from** sklearn.metrics **import** precision\_score,\  recall\_score, f1\_score, accuracy\_score |

Now let’s load the toy dataset iris flowers from the sklearn.datasets library and then split it into training and testing parts (for model evaluation) in the 80:20 ratio.

* Python3

|  |
| --- |
| iris **=** load\_iris()  X **=** iris.data  y **=** iris.target    # Holdout method.Dividing the data into train and test  X\_train, X\_test,\      y\_train, y\_test **=** train\_test\_split(X, y,                                         random\_state**=**20,                                         test\_size**=**0.20) |

Now, let’s train a Decision Tree Classifier model on the training data, and then we will move on to the evaluation part of the model using different metrics.

* Python3

|  |
| --- |
| tree **=** DecisionTreeClassifier()  tree.fit(X\_train, y\_train)  y\_pred **=** tree.predict(X\_test) |

**Accuracy**

Accuracy is defined as the ratio of the number of correct predictions to the total number of predictions. This is the most fundamental metric used to evaluate the model. The formula is given by

Accuracy = (TP+TN)/(TP+TN+FP+FN)

However, Accuracy has a drawback. It cannot perform well on an imbalanced dataset. Suppose a model classifies that the majority of the data belongs to the major class label. It yields higher accuracy. But in general, the model cannot classify on minor class labels and has poor performance.

* Python3

|  |
| --- |
| print("Accuracy:", accuracy\_score(y\_test,                                    y\_pred)) |

**Output:**

Accuracy: 0.9333333333333333

**Precision and Recall**

Precision is the ratio of true positives to the summation of true positives and false positives. It basically analyses the positive predictions.

Precision = TP/(TP+FP)

The drawback of Precision is that it does not consider the True  Negatives and False Negatives.

Recall is the ratio of true positives to the summation of true positives and false negatives. It basically analyses the number of correct positive samples.

Recall = TP/(TP+FN)

The drawback of Recall is that often it leads to a higher false positive rate.

* Python3

|  |
| --- |
| print("Precision:", precision\_score(y\_test,                                      y\_pred,                                      average**=**"weighted"))    print('Recall:', recall\_score(y\_test,                                y\_pred,                                average**=**"weighted")) |

**Output:**

Precision: 0.9435897435897436

Recall: 0.9333333333333333

**F1 score**

The F1 score is the harmonic mean of precision and recall. It is seen that during the precision-recall trade-off if we increase the precision, recall decreases and vice versa. The goal of the F1 score is to combine precision and recall.

F1 score = (2×Precision×Recall)/(Precision+Recall)

* Python3

|  |
| --- |
| # calculating f1 score  print('F1 score:', f1\_score(y\_test, y\_pred,                              average**=**"weighted")) |

**Output:**

F1 score: 0.9327777777777778

**Confusion Matrix**

A confusion matrix is an N x N matrix where N is the number of target classes. It represents the number of actual outputs and the predicted outputs. Some terminologies in the matrix are as follows:

* True Positives: It is also known as TP. It is the output in which the actual and the predicted values are YES.
* True Negatives:  It is also known as TN. It is the output in which the actual and the predicted values are NO.
* False Positives: It is also known as FP. It is the output in which the actual value is NO but the predicted value is YES.
* False Negatives:  It is also known as FN. It is the output in which the actual value is YES but the predicted value is NO.
* Python3

|  |
| --- |
| confusion\_matrix **=** metrics.confusion\_matrix(y\_test,                                              y\_pred)    cm\_display **=** metrics.ConfusionMatrixDisplay(      confusion\_matrix**=**confusion\_matrix,      display\_labels**=**[0, 1, 2])    cm\_display.plot()  plt.show() |

**Output:**

![Confusion matrix for the output of the model](data:image/png;base64,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)

*Confusion matrix for the output of the model*

In the output, the accuracy of the model is 93.33%. Precision is approximately 0.944  and Recall is 0.933. F1 score is approximately 0.933. Finally, the confusion matrix is plotted. Here class labels denote the target classes:

0 = Setosa

1 = Versicolor

2 = Virginica

From the confusion matrix, we see that 8 setosa classes were correctly predicted. 11 Versicolor test cases were also correctly predicted by the model and 2 virginica test cases were misclassified. In contrast, the rest 9 were correctly predicted.

**AUC-ROC Curve**

AUC (Area Under Curve) is an evaluation metric that is used to analyze the classification model at different threshold values. The [Receiver Operating Characteristic](https://www.geeksforgeeks.org/receiver-operating-characteristic-roc-with-cross-validation-in-scikit-learn/)(ROC) curve is a probabilistic curve used to highlight the model’s performance. The curve has two parameters:

* TPR: It stands for True positive rate. It basically follows the formula of Recall.
* FPR: It stands for False Positive rate. It is defined as the ratio of False positives to the summation of false positives and True negatives.

This curve is useful as it helps us to determine the model’s capacity to distinguish between different classes. Let us illustrate this with the help of a simple Python example

* Python3

|  |
| --- |
| **import** numpy as np  **from** sklearn .metrics **import** roc\_auc\_score    y\_true **=** [1, 0, 0, 1]  y\_pred **=** [1, 0, 0.9, 0.2]  auc **=** np.round(roc\_auc\_score(y\_true,                               y\_pred), 3)  print("Auc", (auc)) |

**Output:**

Auc 0.75

AUC score is a useful metric to evaluate the model. It basically highlights a model’s capacity to separate the classes. In the above code, 0.75 is a good AUC score. A model is considered good if the AUC score is greater than 0.5 and approaches 1. A poor model has an AUC score of 0.

**Evaluation Metrics for Regression Task**

Regression is used to determine continuous values. It is mostly used to find a relation between a dependent and an independent variable. For classification, we use a confusion matrix, accuracy, f1 score, etc. But for regression analysis, since we are predicting a numerical value it may differ from the actual output.  So we consider the error calculation as it helps to summarize how close the prediction is to the actual value. There are many metrics available for evaluating the regression model.

In this Python Code, we have implemented a simple regression model using the Mumbai weather CSV file. This file comprises Day, Hour, Temperature, Relative Humidity, Wind Speed, and Wind Direction. The link for the dataset is [here](https://drive.google.com/file/d/1aceVEI78wW-cde7CPwE-XkIvh4Wl0MF7/view?usp=share_link).

 We are basically interested in finding a relationship between Temperature and Relative Humidity. Here Relative Humidity is the dependent variable and Temperature is the independent variable. We performed the Linear Regression and used the metrics to evaluate the performance of our model. To calculate the metrics we make extensive use of sklearn library.

* Python3

|  |
| --- |
| # importing the libraries  **from** sklearn.linear\_model **import** LinearRegression  **from** sklearn.metrics **import** mean\_absolute\_error,\      mean\_squared\_error, mean\_absolute\_percentage\_error |

Now let’s load the data into the panda’s data frame and then split it into training and testing parts (for model evaluation) in the 80:20 ratio.

* Python3

|  |
| --- |
| df **=** pd.read\_csv('weather.csv')  X **=** df.iloc[:, 2].values  Y **=** df.iloc[:, 3].values  X\_train, X\_test,\      Y\_train, Y\_test **=** train\_test\_split(X, Y,                                         test\_size**=**0.20,                                         random\_state**=**0) |

Now, let’s train a simple linear regression model. On the training data and we will move to the evaluation part of the model using different metrics.

* Python3

|  |
| --- |
| X\_train **=** X\_train.reshape(**-**1, 1)  X\_test **=** X\_test.reshape(**-**1, 1)  regression **=** LinearRegression()  regression.fit(X\_train, Y\_train)  Y\_pred **=** regression.predict(X\_test) |

**Mean Absolute Error(MAE)**

This is the simplest metric used to analyze the loss over the whole dataset. As we all know the error is basically the difference between the predicted and actual values. Therefore [MAE](https://www.geeksforgeeks.org/how-to-calculate-mean-absolute-error-in-python/) is defined as the average of the errors calculated. Here we calculate the modulus of the error, perform the summation and then divide the result by the number of data points.  It is a positive quantity and is not concerned about the direction. The formula of MAE is given by

MAE = ∑|ypred-yactual| / N

* Python3

|  |
| --- |
| mae **=** mean\_absolute\_error(y\_true**=**Y\_test,                            y\_pred**=**Y\_pred)  print("Mean Absolute Error", mae) |

**Output:**

Mean Absolute Error 1.7236295632503873

**Mean Squared Error(MSE)**

The most commonly used metric is Mean Square error or [MSE](https://www.geeksforgeeks.org/python-mean-squared-error/). It is a function used to calculate the loss. We find the difference between the predicted values and the truth variable, square the result and then find the average over the whole dataset. MSE is always positive as we square the values. The small the MSE better is the performance of our model. The formula of MSE is given:

MSE = ∑(ypred - yactual)2 / N

* Python3

|  |
| --- |
| mse **=** mean\_squared\_error(y\_true**=**Y\_test,                           y\_pred**=**Y\_pred)  print("Mean Square Error", mse) |

**Output:**

Mean Square Error 3.9808057060106954

**Root Mean Squared Error(RMSE)**

[RMSE](https://www.geeksforgeeks.org/ml-mathematical-explanation-of-rmse-and-r-squared-error/) is a popular method and is the extended version of MSE(Mean Squared Error). This method is basically used to evaluate the performance of our model. It indicates how much the data points are spread around the best line. It is the standard deviation of the Mean squared error. A lower value means that the data point lies closer to the best fit line.

RMSE=√(∑(ypred - yactual)2 / N)

* Python3

|  |
| --- |
| rmse **=** mean\_squared\_error(y\_true**=**Y\_test,                            y\_pred**=**Y\_pred,                            squared**=**False)  print("Root Mean Square Error", rmse) |

**Output:**

Root Mean Square Error 1.9951956560725306

**Mean Absolute Percentage Error (MAPE)**

[MAPE](https://www.geeksforgeeks.org/how-to-calculate-mape-in-python/) is basically used to express the error in terms of percentage. It is defined as the difference between the actual and predicted value. The error is then divided by the actual value. The results are then summed up and finally, we calculate the average. Smaller the percentage better the performance of the model. The formula is given by

MAPE = ∑((ypred-yactual) / yactual) / N \* 100 %

* Python3

|  |
| --- |
| mape **=** mean\_absolute\_percentage\_error(Y\_test,                                        Y\_pred,                                        sample\_weight**=**None,                                        multioutput**=**'uniform\_average')  print("Mean Absolute Percentage Error", mape) |

**Output:**

Mean Absolute Percentage Error 0.02334408993333347